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Abstract

Laughter is a substantial expression that occurs during
social interactions between people. While it is essential to
build social intelligence in machines, it is challenging for
machines to understand the rationale behind the laughter.
In this work, we introduce Laugh Reasoning, a new task
that ascertains why a particular video induces laughter, ac-
companied by a new dataset and benchmark designed for
this task. Our proposed dataset comprises video clips, their
multimodal attributes including visual, semantic and acous-
tic features from the video, and language descriptions of
why people laugh. We build our dataset by utilizing large
language models’ general knowledge and incorporating it
into human consensus. Our benchmark provides a baseline
for the laugh reasoning task with language models, and by
investigating the effect of multimodal information, we sub-
stantiate the significance of our dataset. Code and dataset
are available on https://github.com/SMILE-data/SMILE.

1. Introduction

We, human beings, are immersed in laughter. Laughter is
a distinctive non-verbal social signal, associated with bond-
ing, agreement, affection, and emotional regulation [17]. It
is often purposedly elicited to establish intimacy [18], grab
attention [24], or build faith [20]; i.e., serving as a powerful
medium to express a wide range of social and emotional
implications beyond the capacity of mere words. Thus, un-
derstanding laughter is a crucial problem with huge potential
in artificial social intelligence [2, 25, 6] to build empathetic
machines with human-machine interaction, e.g., [12, 15, 10].
However, understanding and modeling laughter reactions is
challenging. Even a simple joke is associated with language
skills, context knowledge, and social perception, and this
complex entanglement makes laughter reaction arguably the
most complex cognitive attribute humankind may have [14].

Therefore, in this work, we take a stepping stone to tackle
the challenge of understanding laughter by introducing a task,
Laugh Reasoning, that aims to interpret the reasons behind
laughter in a video. We probe through the question “why
do the audiences laugh?” and reason through the answer in
an unconstrained language form; thus, we define the task

as a free-form text generation in which the model generates
an explanation for the audience laughter with a given video
clip, and we assess models according to the validity of the
explanation. This task requires a paired dataset of video clips
and textual reasons for laughter. Accordingly, we introduce
a novel dataset, consisting of video clips and corresponding
text annotations explaining laughter in each clip.

While reasoning laughter by answering the question is an
effective way of probing the level of understanding, laugh-
ter itself has an inherently complex nature which can be
influenced by diverse factors, e.g., the subjectivity, context
knowledge, and multimodality. To build a clearer resource
of understanding laughter and its social norm behind it, we
design dataset to focus on audience laughter, a cohesive
form from social influence in distinct contexts, and thereby
alleviate the subjectivity associated with individual laugh-
ter. Also, for our Laugh Reasoning task, we build baselines
based on recent large language models (LLMs) and use
textual representation as a unified multimodal input repre-
sentation [23, 26] by converting multimodal attributes into a
textual format. These baselines deal with the requirement of
sufficient context knowledge and multimodal capability, so
that we can focus on the reasoning of laughter.

Given our dataset and baselines, we show the distinct
characteristics of laughter across video types, highlighting
the importance of our dataset, which includes a variety of
laugh types. Also, our baselines show strong performance by
incorporating multimodal cues in our dataset, highlighting
the importance of the multimodal nature of laughters.

2. Datasets and Task Setups
We introduce a new dataset comprising 887 video clips

and multimodal attributes, including visual, semantic, and
acoustic features from them and the language description for
laughter reasons. The dataset focuses on audience laughter
among many types of laughter since audience laughter usu-
ally has a clearer signal than other laughter and represents a
general and cohesive form of laughter.

To encompass a wider range of videos that contain the
situation where audiences laugh, we construct our dataset
using two different sources: TED talks and sitcoms.1 TED

1We source the video clips from MUStARD [5] and UR-Funny
dataset [9].
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Figure 1. Dataset curation pipleline. Each video clip (d) is trimmed into list of video segments (vi), and each video segment is encoded
into multimodal textual representation (mi). Then, we use LLM for creating a GT (ground-truth) reason candidates for laughter, and human
annotators verify these candidates. Finally, we run a manual post-processing, and obtain the final GT reason (y) for laughter. The bold text
in parentheses on the m shows that LLM is semantically aware of the multimodal textual representation.

talks employ humor more sparingly, often to enhance au-
dience engagement. In contrast, sitcoms are intentionally
scripted to evoke laughter, e.g., frequently using punchlines
and comedic scenarios. This heterogeneity allows our data
to cover diverse situations that induce laughter.

2.1. Data Collection
We curate video clips that span between 10 and 90 sec-

onds for TED talks and 7 and 60 seconds for sitcoms. If a
video is too short, it might fail to provide necessary contexts
for laughter. In contrast, if a video is too long, it may dilute
specific laughter-inducing contexts with uncorrelated infor-
mation. The average duration for TED talk clips is longer
than sitcoms, given the protracted nature of talks.

Given that a single video clip often contains multiple
instances of laughter, we focus on the last laugh in a clip
for easier annotation. We only use video clips that meet
the following filtering criteria, using a laugh detector [8] to
identify audience laughter instances. Our filtering criteria
are: laughter should last at least 0.5 secs., and be no more
than 1 second interval between the video clip’s last utterance
and the onset of laughter. The latter criterion filters out the
laughter events that are not related to the punchlines but are
induced by something else.

2.2. Multimodal Video Encoding

Videos are multimodal, which include visual, acoustic,
and semantic cues (i.e., transcription). We encode video

clips into textual representation, embracing their multimodal
information, so that we can leverage the pre-trained knowl-
edge of LLMs while exploiting multimodal inputs in our
baselines. First, starting from a video clip, we build a list of
video segments by trimming the clip based on the utterances.
The definition of the utterance varies upon to the source of
the video: for TED talks, each sentence is defined as an
utterance, since TED talk usually has a single speaker. If
the utterance is too short (2 seconds or less), we concatenate
adjacent utterances into one. For sitcoms, we define con-
secutive sentences from the same speaker as an utterance.

We denote each video clip in our dataset as d =
{(v1,m1), (v2,m2)), .., (vk,mk)}, where v stands for a
video segment trimmed by utterance and m denote mul-
timodal textual representation that includes visual, acoustic
and transcription for the corresponding video segment v (See
Figure 1). Note that we use transcription for semantic cues
in the video clip.

Visual cues We compose visual cues with facial expres-
sion and scene description to perceive human-specific and
scene-wide contextual information. Specifically, to process
human-specific information, we utilize the active speaker de-
tection algorithm [19] and face detector [27] to crop the face
of the speaking person in each video segment. This process
effectively identifies the active speaker, especially for sit-
coms where many people appear in a single scene, allowing
to align visual features with utterances. For facial expression



Model Modality BLEU4 (↑) METEOR (↑) ROUGEL (↑) BERTScore (F1) (↑)

GPT-3 (zero-shot) T 0.126 0.155 0.313 0.389
A+V+T 0.157 0.184 0.364 0.454

GPT-3 (in-context) T 0.187 0.198 0.368 0.431
A+V+T 0.232 0.230 0.413 0.476

GPT-3 (FT) T 0.230 0.243 0.429 0.488
A+V+T 0.279 0.267 0.475 0.523

Table 1. Evaluation on laugh reasoning. We evaluate whether the model can explain why the audience laughed. GPT3 [3] is used as a
language model for fine-tuning, in-context (3 shots), and zero-shot experiments on our proposed dataset. Each modality cue in our dataset is
denoted as Transcript (T), Audio (A), and Visual (V). FT denotes fine-tuning the model.

description, we extract 14 facial action units (FAUs) 2 from
each frame in the video segment with 10 frames per second
(FPS). Then, we accumulate them and take the three most
dominant units. For scene-wide contextual cues, we use
the video captioning [22] to extract scene description. The
scene description provides high-level context for the visual
cues including the surrounding objects and background that
interact with the speaker.
Acoustic cues We extract the mean and the variance of
pitch, intensity, jitter and shimmer as acoustic features from
speech utterance using off-the-shelf speech processing mod-
els [1, 7]. Since the extracted values are real numbers, we
initially try to convert them to a linguistic format with certain
criteria (e.g., map to "high pitch" if the mean pitch value
is greater than 200). However, it is challenging to set an
objective criterion that considers various factors, including
the gender, context, and identity of the speaker. Instead of
putting real numbers into text, we use themselves as acous-
tic features by giving a description of them as a prompt to
LLMs, leveraging their knowledge on understanding numer-
ical number [4, 13, 11, 21] (See bold text in parentheses on
the m in Figure 1).

2.3. Annotation for Laughter Reason

We employ human annotators from Amazon Mechanical
Turk (AMT) to label videos with reasons for laughter. Given
the inherently subjective nature of humor and the extensive
variability in laughter triggers, constructing a ground truth
(GT) by free-form annotations posed significant challenges.
To mitigate these issues, we utilize the large language model,
ChatGPT (GPT-3.5 [16]), with multimodal textual represen-
tation m to generate candidates for laughter reason, these
candidates are subsequently presented to annotators with
the corresponding video clip. The annotators are asked to
choose the most appropriate explanation among them. If
none of the candidates were suitable, we instruct them to
write or correct the reason in free-form.

After annotation, the candidate with the most votes is
selected as the GT, and if the annotator provided the reason

2We use https://github.com/CVI-SZU/ME-GraphAU to extract FAUs.

for laughter in free-form, we manually check the validity of
the reason for laughter. Additionally, we verify all GT and
manually refine it if it is not plausible for laughter reasons
with video. This approach alleviates the annotation workload
and facilitates evaluation by developing a more concise GT
for this complex and subjective task. Finally, our dataset
is represented as d = {(v1,m1), (v2,m2)), .., (vk,mk), y},
where y is a GT explanation for laughter in the video clip d.

2.4. Task Definition

We present Laugh Reasoning, a new task that challenges
the model to understand the reason for laughter in a given
video. Our task is designed to enable a model to generate an
explanation that clarifies why a particular situation incited
laughter in given video. We formally define this task as, ŷ =
f(d), where ŷ, f , and d stand for the estimated explanation
about laughter, the model, and the input video clip.

3. Experiments
In our finalized dataset, we split the dataset into 5 cross-

validation splits except for test set. We use the training set
either for fine-tuning, or as a few-shot context for the lan-
guage model. To assess models in the laugh reasoning task,
we measure the similarity between the generated explana-
tions and the human-annotated references
Model f We use LLMs as baselines for our benchmark.
To use LLMs in our benchmark, we replace the input video
clip d with our multimodal textual representation m. We can
rewrite the task formula as, ŷ = f(P, {m1, m2, ..., mk}),
where P denotes a fixed prompt that describes input represen-
tation and instructing the generation task to language model.
This approach is based on the success of prior arts [26, 23]
using text as an intermediate representation to leverage lan-
guage model for a wide range of tasks.

Specifically, we introduce three different baselines for our
task: (1) LLM fine-tuned on our dataset, (2) LLM with zero-
shot learning, and (3) LLM with few-shot in-context learning.
We employ the Davinci model of GPT-3 [3] for all baselines.
For the fine-tuning scenario, we utilize the training split of
our dataset. In the cases of zero-shot and in-context learning,

https://github.com/CVI-SZU/ME-GraphAU


Why the audience laugh?

GPT-3 (FT) w/ A+V+T
The audience laughed because Liza Donnelly humorously
described the shadowy roles of girls, which was emphasized
by the cartoon of a boy and girl standing together.

GPT-3 (FT) w/ T
The audience laughed because Liza Donnelly humorously
described how little girls were supposed to be kind and
thoughtful, but their roles were unclear.

…

“back in the and when i
was growing up little girls
were supposed to be kind
and thoughtful”

Liza says “… fit into roles that were
sort of shadowy really not quite clear
what we were supposed to be
(audience laughs)” with cartoon of a
boy and girl standing next to each
other with …

GPT-3 (FT) w/ A+V+T
The audience laughed because Sheldon made a sarcastic
comment about Leonard's coolness, which was highlighted by
his exaggerated facial expressions and the audience's
understanding of the characters' personalities.

GPT-3 (FT) w/ T
The audience laughed because the speaker made a sarcastic
comment about Leonard's coolness, which was stressed by his
failure to wear the lapel pin.

…

“There's a reciprocity clause.
You get to pull the plug on
him, too”

Sheldon speaking with tightened lids,
pulled lip corner, and raised cheeks
says “… Here's your I.D. card, your
key and your lapel pin. Which Leonard
was too cool to wear (audience
laughs)”, while sitting at a table …

Time

Time

Figure 2. Examples on laugh reasoning generation. GPT3 [3] fine-tuned on our dataset (FT w/ A+V+T) understands the reasons for
laughter by referencing multimodal cues. In contrast, the model fine-tuned using the transcript-only (FT w/ T) manages to understand the
reasons partially.

we give an instruction to GPT-3 to reason why the audience
laughed, using a sample from the test set. Additionally,
for in-context learning, we provide the model with three
randomly chosen labeled examples from the training set. To
generate the outputs, we use sampling with a temperature of
0.5. Note that our task has the flexibility to switch to other
language models or vision-language models for f as our
dataset comprises video clips and their multimodal textual
representation as pair.

Multimodal information v.s. Transcript only As intro-
duced in Sec. 2.2, our dataset provides multimodal infor-
mation, which includes acoustic cues, visual cues, and tran-
scription. This multimodal information is vital for discerning
laugh-inducing reasons, as diverse multimodal factors can
trigger laughter. To validate the importance of multimodal
information in understanding the reason behind the laugh-
ter, we conduct an ablation study comparing the use of all
multimodal information versus using only the transcription.

Results The quantitative results for the laugh reasoning
task are summarized in Table 1. Across all models, from
zero-shot to fine-tuning, there is an overall improvement in
performance on the laughter reasoning task when utilizing
all the modality cues from our dataset, compared to using
the transcript alone. We believe such performance gain is
due to the various modality cues embedded in the video that
trigger laughter. Furthermore, Fig. 2 shows that the model
trained with all modalities successfully discerns the reasons

for laughter by referencing multimodal information, while a
transcript-only model achieves a partial understanding.

Interestingly, GPT3 (in-context) provided with all modali-
ties resulted in comparable performance to the one fine-tuned
model with the transcript-only dataset. This also shows that
providing multimodal cues to the model may further help
the model in reasoning about the laughter.
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