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Abstract

Humans can easily perceive the direction of sound
sources in a visual scene, termed sound source localization.
Recent studies on learning-based sound source localization
have mainly explored the problem from a localization per-
spective. However, prior arts and existing benchmarks do
not account for a more important aspect of the problem,
cross-modal semantic understanding, which is essential for
genuine sound source localization. Cross-modal semantic
understanding is important in understanding semantically
mismatched audio-visual events, e.g., silent objects, or off-
screen sounds. To account for this, we propose a cross-
modal alignment task as a joint task with sound source
localization to better learn the interaction between audio
and visual modalities. Thereby, we achieve high localiza-
tion performance with strong cross-modal semantic under-
standing. Our method outperforms the state-of-the-art ap-
proaches in both sound source localization and cross-modal
retrieval. Our work suggests that jointly tackling both tasks
is necessary to conquer genuine sound source localization.

1. Introduction

Humans can easily perceive where the sound comes from
in a scene. We naturally attend to the sounding direction
and associate incoming audio-visual signals to understand
the event. To achieve human-level audio-visual perception,
sound source localization in visual scenes has been exten-
sively studied [20, 21, 1, 19, 2, 13, 11, 12, 23, 24, 22, 14,
16, 15, 8]. Motivated by that humans learn from natural
audio-visual correspondences without explicit supervision,
most of the studies have been developed on a fundamental
assumption that audio and visual signals are temporally cor-
related. With the assumption, losses of the sound source lo-
calization task are modeled by audio-visual correspondence
as a self-supervision signal and are implemented by con-
trasting audio-visual pairs, i.e., contrastive learning.

While these approaches appear to be unsupervised meth-
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Figure 1. A conceptual difference between prior approaches
and our alignment-based sound source localization.

ods, they strongly rely on partial supervision information;
e.g., using supervisedly pretrained vision networks [20, 21,
19, 23, 24, 8] and visual objectness estimators for post-
processing [16, 15]. Without leveraging such strong repre-
sentations, the performance is degraded. Thus, the previous
methods are not purely self-supervised approaches. Even
further, there are recent studies [18, 16, 15] that point out
visual objectness bias in existing sound source localization
benchmarks and exploit the objectness prior to improve the
localization accuracy. They show that, even without inter-
action between visual and audio signals, a model achieve
strong accuracy in localization by referring visual signals
alone, which is not the true intention of the sound source
localization task. In short, the current evaluation do not cap-
ture the true sound source localization performance.

In this work, we first sort out evaluating sound source
localization methods by introducing a cross-modal retrieval
task as an auxiliary evaluation task. By this task, we can
measure whether the learned representation have the ca-
pability to accurately interact between audio and visual
modalities; i.e., more fine-grained audio-visual correspon-
dence which is essential for genuine sound source localiza-
tion. This aspect has been missed in existing sound source
localization benchmarks. Indeed, our experiments show
that higher sound localization performance does not guar-
antee higher cross-modal retrieval performance.

Second, given this additional criterion, we revisit the
importance of semantic understanding shared across au-
dio and visual modalities in both sound source localiza-
tion and cross-modal retrieval. In the previous meth-
ods [20, 21, 24, 19], the cross-modal semantic alignment



Figure 2. Our sound source localization framework. Our model construct multiple positive pairs with augmentation and Nearest Neigh-
bor Search (Conceptually Similar Samples). By using these newly constructed 9 pairs, our model employs spatial localization, sL, and
semantic feature alignment, sA, for each pair to learn a better sound source localization ability.

is induced by instance-level cross-modal contrastive learn-
ing, i.e., cross-modal instance discrimination between vi-
sual and audio features. However, they are aided by labels
or supervisedly pretrained encoder 2 for easing challenging
cross-modal feature alignment. Instead, our method learns
from scratch supporting the lack of guidance by incorporat-
ing multiple positive samples into cross-modal contrastive
learning. Specifically, we construct a positive set for each
modality using both multi-view [3] and conceptually sim-
ilar samples [7]. Thereby, we enhance feature alignment
and achieve high localization performance and strong cross-
modal semantic understanding.

We evaluate our method on the VGG-SS and SoundNet-
Flickr benchmarks for sound source localization. As afore-
mentioned, the sound source localization task is closely re-
lated to the cross-modal retrieval task, but our experiments
show that existing works have a weak performance correla-
tion between them. This implies that we need to evaluate
both tasks for evaluating the genuine sound source localiza-
tion. The proposed method performs favorably against the
recent state-of-the-art approaches in both tasks.

2. Related work

Sound source localization in visual scenes has been in-
vestigated by exploiting correspondences between audio
and visual modalities. The most widely used approach for
sound source localization is cross-modal attention [20, 21,
25] with contrastive loss [5, 10, 17]. Later, the attention-
based method is improved by intra-frame hard sample
mining [2], iterative contrastive learning with pseudo la-
bels [13], feature regularization [14], positive mining [22],
negative free learning [24] with stop-gradient operation [4],
or momentum encoders [15]. Some sound localization ap-
proaches exploit additional semantic labels [19, 12, 23] or

2Typically, an image encoder is pretrained on ImageNet [6] and an audio
encoder is pretrained on AudioSet [9] in supervised ways.

object prior [16, 26]. Semantic labels are used to pretrain
audio and vision encoders with classification loss [12, 23]
or refine audio-visual feature alignment [19]. A more ex-
plicit way to refine localization output is to use object prior.
EZVSL [16] proposes post-processing to combine attention
based localization output with a pretrained visual feature ac-
tivation map. However, postprocessing by object prior may
generate a false positive output as it is solely based on vision
without audio-visual interaction.
3. Method
3.1. Cross-Modal Feature Alignment

We consider both spatial localization and semantic fea-
ture alignment for sound source localization. To this end,
we use two different similarity functions sL and sA for con-
trastive learning (more specifically InfoNCE), sL for local-
ization and sA for cross-modal feature alignment.

Recent studies rely on audio-visual spatial correspon-
dence maps to learn sound source localization by contrast-
ing them. Given a spatial visual feature v ∈ Rc×h×w and
audio feature a ∈ Rc, audio-visual similarity with a corre-
spondence map can be calculated as follows:

sL(v,a) =
∑

xy∈M

1

|M |
vxy · a

∥vxy∥∥a∥ (1)

where vxy is a feature vector at location (x, y), and M is
an optional binary mask when an annotation or pseudo-
mask [2, 14] is available. Since we assume no supervi-
sion for sound source localization, we do not use any mask,
therefore, M = 1.

The contrastive loss with localization similarity sL en-
forces location dependent alignment giving sparse but
strong audio-visual correspondence which enables to per-
form localization. However, our empirical studies on cross-
modal retrieval indicate that strong localization perfor-
mance does not guarantee semantic understanding. To over-
come the low semantic understanding in recent studies, we



propose to add instance-level contrastive loss. Instance-
level contrasting encapsulates the whole context in a scene,
enforcing better audio-visual semantic alignment. How-
ever, instance-level contrasting may smooth out spatial
discriminativeness learned by Eq. (1). Inspired by Sim-
CLR [3], we adopt a projection layer to align audio-visual
semantics in a projection space. The projection layer sep-
arates the latent space of localization and semantic align-
ment, thereby preventing the alignment loss smoothing out
the spatial discriminativeness. The similarity function for
cross-modal feature alignment is defined as follows:

sA(v,a) =
pv(avg(v)) · pa(a)
∥pv(avg(v))∥∥paa∥

(2)

where avg(·) is spatial average pooling, pv is a projection
layer for visual features, and pa is a projection layer for
audio features.

3.2. Expanding with Multiple Positive Samples

Typically, contrastive learning contrasts between one
positive pair and multiple negative pairs. In audio-visual
learning, by an audio-visual correspondence assumption, an
audio-image pair from the same clip is used as a positive
pair while negative pairs are sampled from different clips.
However, single-instance discrimination may not be suffi-
cient to achieve strong cross-modal alignment. We expand
contrastive learning beyond single instance discrimination
by positive set construction and pairing them. To construct
a positive set, we incorporate both hand-crafted positive and
conceptual positive samples for each modality. Later, we
adjust the contrastive learning to incorporate multiple posi-
tive pairs to enforce cross-modal alignment.

Obtaining hand-crafted positive samples. Using ran-
domly augmented samples as positive multi-view pairs are
widely adopted in self-supervised representation learning.
Similarly, we extend a single anchor audio-image pair to
multiple positive pairs by applying simple augmentations
on image and audio samples separately. While we utilize
common image transformations on images, we apply tem-
poral shifting to audios. It is worth noting that sound source
localization task learns from the semantic consistency rather
than subtle time differences as in videos. Thus, a slight shift
in the audio may not alter contextual information signifi-
cantly. As a result of hand-crafted multi-view positive pair
generation, we obtain additional vaug and aaug samples.

Obtaining conceptual positive samples. Apart from man-
ually created augmented views, we expand our positive
set with conceptually similar samples. For selecting sim-
ilar samples, we utilize pretrained encoders. Note that
pretrained encoders trained either with supervised or self-
supervised learning are effective in positive sample mining.
By employing readily available image and audio encoders,

Fire Stream Airplane Train Guitar Gaming

SL
AV
C

O
ur
s

Figure 3. Interactive Sound Localization of Ours and
SLAVC [15]. Our model correctly follows the cross-modal in-
teraction for given different sounds.

we use the k-nearest neighborhood search to sample se-
mantically similar samples in both modalities. In particular,
given a pair of image and audio, we compute cosine similar-
ity with all other samples and choose the top-k most similar
samples among the training set for each modality. From a
set of k samples, we randomly select one sample to obtain
conceptually similar samples for each modality, vconc. and
aconc.. By utilizing the similar samples as positive samples,
our model expands semantic understanding.

Pair Construction. Once we obtain the conceptual
and hand-crafted positive samples for each modality, we
create 9 distinct audio-visual pairs by pairing V =
{v,vaug,vconc} and A = {a,aaug,aconc}. This is done to
ensure semantic alignment and consistency between them
through contrastive learning. The negative pairs are ran-
domly paired from the remaining samples in a training set.
Note that some of these pairs are a combination of hand-
crafted and conceptually similar samples, which further en-
hances the feature alignment of our model during training.

3.3. Training

Our loss formulation incorporates both localization and
instance-level similarity functions with multiple positive
pairs constructed by augmentation and conceptually simi-
lar sample search. The final loss term is defined as follows:

Li = −
∑
vi∈V

∑
ai∈A

[
log

exp(sL(vi,ai)/τ)∑
j exp(sL(vi,aj)/τ)

+ log
exp(sA(vi,ai)/τ)∑
j exp(sA(vi,aj)/τ)

] (3)

where V and A indicate positive sample sets.

4. Experiment Results
Quantitative comparison with strong baselines. In this
section, we conduct a comparative analysis of our sound
source localization method against existing approaches. We
train our model on VGGSound-144K and evaluate it on
VGG-SS and SoundNet-Flickr test sets. We present our re-
sults in Table 1. Our proposed model achieves higher per-
formance compared to prior approaches on both test sets.



VGG-SS Flickr-SoundNet
Method Pre. Vision cIoU ↑ AUC ↑ cIoU ↑ AUC ↑
Attention [20]CVPR18 ✓ 18.50 30.20 66.00 55.80
CoarseToFine [19]ECCV20 ✓ 29.10 34.80 - -
LCBM [23]WACV22 ✓ 32.20 36.60 - -
LVS [2]†CVPR21 ✗ 30.30 36.40 72.40 57.80
LVS [2]CVPR21 ✗ 34.40 38.20 71.90 58.20
HardPos [22]ICASSP22 ✗ 34.60 38.00 76.80 59.20
SSPL (w/o PCM) [24]CVPR22 ✓ 27.00 34.80 73.90 60.20
SSPL (w/ PCM) [24]CVPR22 ✓ 33.90 38.00 76.70 60.50
EZ-VSL (w/o OGL) [16]ECCV22 ✓ 35.96 38.20 78.31 61.74
SSL-TIE [14]ACM MM22 ✗ 38.63 39.65 79.50 61.20
SLAVC (w/o OGL) [15]NeurIPS22 ✓ 37.79 39.40 83.60 -
Ours

↰

NN Search w/ Supervised Pre. Encoders ✗ 39.94 40.02 79.60 63.44

↰

NN Search w/ Self-Supervised Pre. Encoders ✗ 39.20 39.70 79.20 63.00
with OGL:
EZ-VSL (w/ OGL) [16]ECCV22 ✓ 38.85 39.54 83.94 63.60
SLAVC (w/ OGL) [15]NeurIPS22 ✓ 39.80 - 86.00 -
Ours (w/ OGL)

↰

NN Search w/ Supervised Pre. Encoders ✗ 42.64 41.48 82.40 64.60

↰

NN Search w/ Self-Supervised Pre. Encoders ✗ 42.47 41.42 82.80 64.48
with Optical Flow:
HearTheFlow [8]WACV23 ✓ 39.40 40.00 84.80 64.00

Table 1. Quantitative results on the VGG-SS and SoundNet-
Flickr test sets. All models are trained with 144K samples from
VGG-Sound and tested on VGG-SS and SoundNet-Flickr.
Specifically, it yields a +2.15% cIoU and +0.6% AUC im-
provement on VGGSS, as well as a +3.7% cIoU improve-
ment on SoundNet-Flickr compared to the state-of-the-art
methods that uses pretrained vision encoder. It is worth
highlighting that unlike the majority of previous works, our
proposed model does not utilize a vision encoder pretrained
on ImageNet in a sound source localization backbone. This
is because, as discussed in Mo et al. [15], using supervis-
edly pretrained vision encoders makes the sound source lo-
calization problem a weakly supervised problem. However,
it is worth noting that even without using a pretrained vision
encoder, our method achieves state-of-the-art performance
on both experiments that are presented in Table 1.

We demonstrate the performance of our model with the
pretrained models learned through supervised learning (NN
Search w/ Supervised Pre. Encoders) and with models that
are pretrained through self-supervised learning (NN Search
w/ Self-Supervised Pre. Encoders) in NN Search module.
As the results indicate, using self-supervised pretrained en-
coders in NN Search performs on par with the supervised
pretrained encoders in NN Search. This shows that our
model can utilize any type of pretrained encoder feature
for nearest neighbor search. Note that these pretrained en-
coders are not used in the backbone networks of the sound
source localization module but only in the NN Search Mod-
ule, as illustrated in Figure 2. Our model do not require any
task-specific modules or operations to achieve the state-of-
the-art results. This suggests that using additional seman-
tic and multi-view correspondence, as well as feature align-
ment, provides more varied and robust supervision for bet-
ter aligned audio and visual features, as opposed to using
task-specific approaches.

Retrieval. We evaluate sound localization models on the
VGG-SS dataset for cross-modal retrieval. As shown in Ta-
ble 2, our method clearly outperforms other state-of-the-art

A → I I → A

Model Pre. Vision R@1 R@5 R@10 R@1 R@5 R@10

LVS [2]CVPR21 ✗ 3.87 12.35 20.73 4.90 14.29 21.37
EZ-VSL [16]ECCV22 ✓ 5.01 15.73 24.81 14.2 33.51 45.18
SSL-TIE [14]MM22 ✗ 10.29 30.68 43.76 12.76 29.58 39.72
SLAVC [15]NeurIPS22 ✓ 4.77 13.08 19.10 6.12 21.16 32.12
Ours

↰

NN Search w/ Supervised Pre. Encoders ✗ 16.47 36.99 49.00 20.09 42.38 53.66↰

NN Search w/ Self-Supervised Pre. Encoders ✗ 14.31 37.81 49.17 18.00 38.39 49.02

Table 2. Summary of retrieval recall scores for all models. All
of the models are trained on VGGSound 144K data and retrieval
is performed on entire VGG-SS dataset, containing ∼5K samples.

methods. One interesting observation is that EZ-VSL [16]
notably performs better than SLAVC [15] on cross-modal
retrieval, while SLAVC performs better on sound source
localization in Table 1. This shows that with the cur-
rent benchmark evaluations, better sound localization per-
formance does not guarantee better audio-visual seman-
tic understanding, thereby we need to additionally evalu-
ate sound source localization methods on cross-modal un-
derstanding tasks. Another observation is that the perfor-
mance gap between our method and the strongest competi-
tor SSL-TIE [14] is notably larger on cross-modal retrieval
than sound source localization. This is due to the strong
cross-modal feature alignment of our method that is over-
looked in the sound source localization benchmarks.
Qualitative Results. We visualize and compare our
sound localization results with the recent prior work. We
demonstrate interactiveness of our method across modali-
ties in Figure 3. Genuine sound source localization should
be able to localize objects that are correlated with the sound.
To visualize cross-modal interaction, we synthetically pair
the same image with different sounds of objects that are vis-
ible in a scene. The examples demonstrate that the proposed
method can localize different objects depending on the con-
texts of sounds, while the competing method can not.
5. Conclusion

In this work, we investigate cross-modal semantic under-
standing that has been overlooked in sound source localiza-
tion studies. We observe that higher sound source localiza-
tion performance on the current benchmark does not nec-
essarily show higher performance in cross-modal retrieval,
despite its causal relevance in reality. To enforce strong un-
derstanding of audio-visual semantic matching while main-
taining localization capability, we propose semantic align-
ment with multi-views of audio-visual pairs in a simple yet
effective way. The ablation study shows that strong seman-
tic alignment is achieved when both semantic alignment
loss and enriched positive pairs are used. We extensively
evaluate our method on sound source localization bench-
marks. Moreover, our analyses on cross-modal retrieval
and false positive detection verify that the proposed method
has strong capability in cross-modal interaction. Our study
suggests that sound localization methods should be evalu-
ated not only on localization benchmarks but also on cross-
modal understanding tasks.
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